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Pr ef ace

These rel ease notes describe product restrictions,
undocunment ed features, and other essential information
about the DEC Distributed Queuing Service (DQS) for
OpenVMs Systenms, Version 1.3, software. These rel ease
not es supersede all other docunents.

The DQS Version 1.3 software product is based on and works
with the DEC Distributed Queuing Service for OpenVNMS AXP,
Version 1.2, software and the VAX Distributed Queuing
Service (VAX DQS), Version 1.2, software products. Any

di fferences between DQS V1.3 and the previous versions are
docunented in these rel ease notes.

I nt ended Audi ence
Al users of this product should read these rel ease notes:

0 DECnet network or system nanagers who install and
configure the DQS software in their network

o Users who want to print files on devices attached to
renote DECnet systens in their network

Structure of the Rel ease Notes
The rel ease notes contain the foll owi ng chapters:

0 Chapter 1 provides general information about the DQS
Version 1.3 product.

o Chapter 2 describes new features and functionality for
the DQS, Version 1.3, product.

0o Chapter 3 describes restrictions while using the
product and workarounds to these restrictions, if they
exi st.



o Chapter 4 describes known problens with the software.

0o Chapter 5 explains features that are no | onger
support ed.

Associ at ed Docunents
The DQS Version 1.3 information set consists of:

o DEC Distributed Queuing Service for OpenVMS Syst ens
Docunent ati on Set

o DQS, PRINT, QDELETE, QSET, and QSHOWentries in the
OpenVMS HELP facility

o DEC Distributed Queuing Service for QpenVMS Syst ens
Cover Letter

o DEC Distributed Queuing Service for OpenVMS Syst ens
Sof tware Product Description (SPD)

Resources listed in Table 1 nmay al so be useful.

Tabl e_1 Additional Information

For _information_on_. . _. See_the_following_._._
The OpenVMs Digital Command OpenVMs DCL Dictionary
Language (DCL) conmands

Extensions to the DCL | anguage DECprint Supervisor for OpenVMS
for PostScript printers User's Cuide

Under st andi ng OpenVMS syst em OpenVMS Syst em Messages and
error nessages Recovery Procedures Reference
Manual or the online HELP
/ MESSAGE facility

OpenVMS syst em managenment, in OpenVMS Syst em Manager's Manual
gener al and OpenVMs System Manager's
Uilities Reference Mnual

The POLYCENTER Sof t ware Software Integrator User's Cuide
Installation utility

How to |icense a product OpenVMS Li cense Managenent
Uility_ Manual

Vi



Conventi ons

The foll owi ng conventions are used throughout this manual:

Conventi ons_Meani ng

UPPERCASE I n comand |ines, indicates keywords that you

NOTATI ON must enter. Al so used for directory names.

| ower case I ndi cates variables in conmand syntax or
italics exanpl es for which the user supplies a val ue.
arl/x I ndicates a control key sequence. Press the

key labeled CGrl while you simultaneously
press anot her key; for exanple, Crl/Z

Ret urn I ndi cates the Return key.

I ndi cates that code not directly related to
t he exanpl e has been omtted.

In command formats, indicates that you can
repeat the itemone or nore tines.

[ ] In command formats, encloses optional val ues.
(Do not type the brackets.)




About the Product

DEC Di stributed Queuing Service for OpenVMs Systens
Version 1.3 software is an extension of the OpenVMs print
gueue systemto a DECnet network-based distributed system
environnent. The DQS software allows users of one system
to request and query output services on another system

The DQS Version 1.3 software product is based on and works
with the VAX and AXP DQS, Version 1.2, software products.
The functionality is essentially the same for all DQS
products. M nor differences between the products are
described in these rel ease notes.

1.1 Hardware and Software Requirenents

The DQS Version 1.3, software product has the foll ow ng
hardware and software requirenents:

0 Any VAX or AXP processor

0 OpenVMs VAX Version 5.5-2 or higher operating system or
OpenVMS AXP Version 6.1 or higher operating system

0 DECnet for OpenVMS VAX or DECnet/CSI for OpenVMS VAX
net wor ki ng software

For a conplete |list of hardware and software requirenents,
see the product's Software Product Description (SPD).

1.2 Software License Terns
A Product Authorization Key (PAK) is necessary to use DQS

Version 1.3 . See the Software Product Description (SPD)
for detailed |icense ternmns.
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1.3 Product Docunentation

The DQS docunentation set

i ncl udes one nanual

DEC

Di stributed Queuing Service for OQpenVMS Systens Docunentation

followi ng four parts:

Set, which consists of the

o Part | User's Cuide

o Part Il System Manager's Cuide
o Part Il Installation Cuide

o Part |V Appendi xes

Thi s docunent
docunent s:

repl aces the

o VAX Distributed Queuing
o VAX Distributed Queuing
o VAX Distributed Queuing

o DEC Distributed Queuing
Install ati on Gui de

1-2 About the Product

following Version 1.1 and 1.2

Service User's Quide

Servi ce Managenent Cuide

Service Install ati on Guide

Service for OpenVMs AXP



New Features and Functionality

Thi s section describes differences between the DQS Version
1.3 product and the DQS Version 1.2 products:

0 The DQS product has a new nanme: DEC Distributed Queuing
Service Version 1.3 for OpenVMsS Syst ens.

This product replaces the follow ng DQ Version 1.2
products:

- VAX Distributed Queuing Service Version 1.2

- DEC Distributed Queuing Service Version 1.2 for
OpenVMS AXP

o The OpenVMs VAX and OpenVMs AXP software are function-
ally equival ent.

o DECnet Phase V full nane support is added (in addition
to DECnet Phase |V support).

0 The DQS docunentation set has been upgraded. A
new i nstallation guide is provided. (The VAX DQS
docurent ati on set was | ast updated for VAX DQS V1.1
in 1988.)

o DQS server queues no longer require the /RETAIN
qualifer.

A command procedur e DQS$SERVER UPDATE_QUEUE DEFNS. COM
is provided which renpves the /RETAIN qualifier from
all the D@ V1.n server queues.

See the postinstallation instructions in the Installation
Gui de for nore information.

0 The installation procedure has changed.

- The installation procedure has been sinplified.
The user is no longer pronpted to define client and



server queues during installation.
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- The DS software is no longer started at the
concl usion of the installation

- The DQS installation procedure no | onger asks the
installer to nane the device on which the DQS$SERVER
shoul d place its tenporary spooled files. Instead,
Digital provides a command procedure to do this:

SYS$MANAGER: DQS$SERVER _CHANGE_DEFAULT_DEVI CE. COM

See the section titled Mowve the Server Account
Directory to Another Device in the System Manager's
CGui de.

The Installation Verification Procedure (1VP) has
changed.

When the IVP is executed during installation, it no
| onger runs the product. The procedure checks to nake
sure that all files are where they are supposed to be.

The system nanager can use the DQS$l VP. COM i n SYS$TEST
to run the product and test the environment. I|Invoke
DQS$1 VP. COM after conpl eting your site-specific

custom zations and starting the DQS software.

The | ocation of DQ@S$STARTUP changed.

The DQS startup file DQS$STARTUP. COM i s now placed in
SYS$STARTUP. This was changed from SYS$SMANAGER to be
consistent with other |ayered product conventions.

o For DEC DQS for OpenVMs AXP V1. 2:

The DQS startup file DQS$STARTUP. COM resi des in
SYS$STARTUP.

o For VAX DQS V1. 2:

The DQS startup file DQS$STARTUP. COM resi des in
SYS$VANAGER.

DQS$SYSTARTUP. COM fil e is added.

Wth D@ V1.3 you no longer edit the startup file.
You add all site-specific custom zations (| ogical
definitions and client queue definitions) in a
new conmand procedure cal |l ed DQS$SYSTARTUP. COM
This command procedure is invoked automatically by



DQS$STARTUP. COM
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The DQS V1.3 installation provides the file
DQS$SYSTARTUP. TEMPLATE in the SYS$STARTUP directory.
You can use this tenplate file to create your own
DQS$SYSTARTUP. COM

On Upgrade, the DQS Installation renames DQS$STARTUP. COM

On Upgrade, the DQS installation procedure renames
your current version of the DQS$STARTUP. COM fil e

to DQS$STARTUP. COM OLD. The DQS$STARTUP. COM COLD
procedure is saved so that any DQS V1.2 site-specific
customi zations will not be del eted when upgradi ng.
After installation of D@ V1.3, you should place al
your site-specific custonmizations in the new site-
speci fi c DQS$SYSTARTUP. COM fil e

The system nanager nay want to copy the DQS$STARTUP. COM
procedure to DQS$STARTUP. COM SAV before installing DQS
V1. 3.

Procedures for defining server queues and authori zi ng
access to servers have changed.

Wth this new version, you define server queues with
the QUEUE keyword in the file DQS$SERVER CONFI G TXT.
That means that defining the |ogical DQS$QUEUE
gueuenane i s no | onger necessary.

Additionally, you authorize access to servers with the
ALLOW NODE and DENY_NODE keywords in the DQS$SERVER
CONFI G TXT file. This neans that defining the |ogicals
DQS$DENY_ACCESS and DQS$CONTROLLED ACCESS is no | onger
necessary.

You use the conmand procedure DQS$SERVER UPDATE
CONFI G COM to enabl e the server queue definitions and
server access. See Chapter 8 of the System Manager's
Cui de for nore information.

See the section on managi ng the server in Part |I, the
System Manager's Gui de.

Paranmeter 8 fornmat has changed.

The DQS software uses paraneter 8 of the /PARAMETERS
qualifier to the PRINT command to pass information to
print symbionts to display on the print jobs banner

page.
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The format of this string has changed. This should only
af fect people who have witten their own print synbiont
and who have depended on the information in P8. Digital
has tried to retain backward conpatiblilty.

2-4 New Features and Functionality



Sof tware Restrictions

This section discusses software restrictions and
wor karounds, if avail abl e.

0

DQS QSHOW comand

The DQS QSHOW command does not di splay the queue
description field as defined by the /DESCRI PTI ON
qualifier (which can be used with the I NI T/ QJEUE, START
/ QUEUE, or the SET QUEUE conmands).

No wor kar ound exi sts.

Use t he SHOW QUEUE/ FULL conmand to view the description
field of queues on the DQS client node.

QSET and QDELETE do not work on print jobs with job
nunmbers greater than 65, 535.

No wor kar ound exi sts.
DQS$SERVER Account

When installing DQS V1.3 for the first tinme. The DQS
installation creates the account DQS$SERVER on t he node
that DQS is installed on. The UC of this account is

[ 300, 311].

When upgrading to DQS V1.3, the installation procedure
nodi fi es the DQS$SERVER account to have the U C
[ 300, 311].

Digital reconmends that the U C for the DQS$SERVER
account be unique. If the UC[300,311] is already in
use, please nodify the account that is using this UC
to use a different U C
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The foll owi ng exanpl e shows that the U C [300, 311] is
not in use:

$ Set Default SYS$SYSTEM

$ RUN AUTHORI ZE

UAF> SHOW [ 300, 311]

No user matches specification
UAF> EXIT

The next exanple shows that the U C [300,311] has been
assigned to the DQS$SERVER account:

$ Set Default SYS$SYSTEM
$ RUN AUTHORI ZE
UAF> Show [ 300, 311]

User nane: DQS$SERVER Owner: DQS$SERVER DEFAULT
Account: DECNET u C [ 300, 311] ([ DQS$SERVER])
UAF> EXI T

If the U C [300,311] has been assigned to any ot her
account, you should

1. Pick an unused U C
2. Modify the account to use the new U C

3. Mdify all the files that belong to that account to
have the new U C

o DQS and DECnet Phase |V and DECnet Phase V interoper-
ability
Digital recommends that DECnet synonyms be defined on
al | DQS DECnet Phase V nodes which interoperate with
DQS DECnet Phase |V nodes.

Synonyms are not required by DQS in a network that only
cont ai ns DECnet Phase V nodes.
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Known Probl ens

This section describes known problens with the D@ Verison
1.3 software.

0

DQS Version 1.3 print jobs print with incorrect

i nformation on their burst, flag, and trailer pages
with Versions 1.0, 1.0B, and 1.0C of the DECprint
Supervi sor software. The job name, which is printed
in large type near the top of the page, incorrectly
i ncl udes the job subm ssion date and tine. The
submtted date and time, which is printed in smal
type, is incorrect.

There is a probl em when usi ng QDELETE and dai sy chai ned
queues.

G ven the follow ng configuration

NODE A: : NODE B: : NODE C:

QEUE A --> QEUEB --> QUEUEC --> printer

If you print a job, and then QDELETE the entry, the
queue entry is deleted from QJEUE B on node B but the
queue entry does not get deleted from QUEUE C on node
C

Wor karound: A second QDELETE will delete the job from

QUEUE_C on node C. If you have four queues, you wl |
need to execute three QDELETES to delete all the jobs.
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obsol ete Functionality

The following itens are no | onger supported by DQS:

o

The NADRI VER. EXE devi ce driver is no |onger provided as
part of DQS. The functionality that the NADRI VER EXE
provi ded for DQS customers is now being provided by the
LAT Software. Please refer to Chapter 9, Spooling to

a Cient Queue for information on howto use the LAT
Sof t war e.

DQS$HI GH_AVAI LABI LI TY and DQS$CLUSTER_MEMBERS ar e

no | onger supported. These |ogicals increased the
probability that a user could print if the node

where the printer's execution queue resided on becane
unavai | abl e.

Recent versions of QpenVMS have provided the

/ AUTCSTART_ON qualifier to the $ | Nl T/ QUEUE comand.
This OpenVMs functionality allows the queue to fai

over to another node if the node on which the queue is
runni ng |l eaves the cluster. The availability of this
functionality in OpenVMs has made the correspondi ng DQS
functionality obsol ete

The functionality provided by the use of these two

| ogi cal s has not been renoved fromthe DQS product,
but will be in a future release. You can use simliar
functionality by specifing / AUTOSTART_ON=( node- 1, node-
2,...,node-n) as part of the fifth paranmeter (local _
qualifiers) to DQS$DEFI NE. COM i n DQS$SYSTARTUP. COM
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$! @ys$nmanager: dgs$define -

$! | ocal _queue_name -
$! server_node_nane -
$! renot e_queue_nane -
$! 0 -

$! | ocal _qualifiers

$!

$!

5-2 Obsolete Functionality

Queue bei ng defined

Node where inmpl enent ed

Queue on that node

Unit nunber of pseudo-device

Optional qualifiers on loca
queue



